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Absiract. Credit sooring menfel 15 an impeatant ool for reducmg the nsk of smong decisions
when pramting credit Bailities w applicants, This paper investigaie the performance of kemel
discriminant model in assessing customer credin risk. Kemnel discrminant analysis is g non-
parmelric methad which meams that it does mol require any assempbions abeat the probabdlity
disuribtion of il ippul. The main ingredient is & kemnel ithai ollews an efficient compuiotion off
Fisher discriminand. We use severdl kemel suwch 3 normal, epanechmikoy, biweight, and
triwgight. The models acourcy was compared cach olher psing datn from 2 financal
inarivation in Indomssia, The resuhs show thar kernel discriminant can be an alicrnative meshod
that can be usxd to determine whao is eligible Br o credit lean. In the data we use, it shows thal
a mormal Kemel b5 relevian w be selected for credit scoring using kemel discriminam medel,
Sensitivity and specificiny reach 1o 05556 and (3488 respectively,

1. Iniroduction

Effective ciedil risk assessment hias bocoms o very imporiamn facior for olgaiming many alvantages in
credit market which can help finoncial instrutions to gront credit (o credit worthy customers and reject
non-crediworthy customers [1]. The decision mokers need some help 1o decide whether o grond
credit or ot for o credin applicant from soms effcient and feasible tools [2]. Credi scoring i the most
widely wsed technigques thot help them to make credit gmnting decision. Credit scoring models play an
imporiant role io conemporary rsk management practice. They contmibute by the key reguinement in
loan approvul process, which is to pccurntely and efficiently quontify the level of credit risk associated
with a custorer [3]. Credit scoring maodels help credit institutions evaluate credit applications with
respect o customer chamcieristics such o5 age, incoms, and mardal status (4], Technically, eredit
sconing models classify oan clients to cither pood credit or bad credit [5].

A wade range of classification technigues have abready been proposed in the credit scoring
literature. including statistical methods, such as linear discrminam mnalysis and logistic regression and
non-paramerie models | such as decision trees, k-nearest neighbor, and nonparametne discriminant [,
These madels pre cotegorized inte pommetric and non-parametric or deta mining models [ 1] Brietfly, 3
parametric model presumes thit the form of the masdel is known except for finitely many unknown
parameizes, whereas 3 non-parametrie models enly assomes that the model belongs o some infinie
dimensional colbection of functions [ 7] Generally, lnear discriminant analysis and logistic regression
are categorized inio parametric model and decision trees, k-nearest neighbor, and kemel discriminant
are clissitied inbo nonparmmetmc one,

In a discriminant analysis, the optimal Baves rule is vsed wooassign an object 1o the class with the
largest posterior probability. This probability i the product of the prior and the density function of the
input. Ba, the depsity functions are uswally unknown in practice, wnd cam be estmsted from the
training dara sed either parametrically or nonparametnically. In paramsetic approaches, the underdying
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population  distributins  are assumesd o be known excepd for some unknown  pammelers,
Consequently, the performance of a parametnic discrmmination rube Birgely depends on the valudity of
those parametric models [8]. Monparametric classification rechniques. however, are more flexible in
mature and free from such purametric model assumptions. Kermel density estimation is a famous
methed for constructing nenparameiric estimates of population densities. The use of kernel density
estimates in discriminunt analysis is quile popular in the existing literatore ([9], (10], (11}, [12]). The
application of kernel methods for scoing crodit scoreimg analysis 15 sl sare. We are interested in
uzing this method fo clas=ify credi customens based on the chomcteristics of the previous bomower,
The mest of thes paper 15 organied o5 follows. In Section 2, we give o boel overvew of kemel
discriminant. The data wed in this paper describe in Section 3. An emperical stwdy of a credit from a
tmancinl mstitution and its resulis o presented in Section 4, Finally, conclusions are offersl in
Section 3.
2, Rerned Discriminant Analvsis
This study wims by apply the kernel discrimimant method for the purpose of clossibication of a
prospective borrower as @ good or bad borrower. Let %%, s 4 random sample from populatien T1,

Cand x by dan observateon froan popalation T, which hes an unknown probability density function

L "I_

fafal. In this paper f,/x) was estimated by .|"|u¢!|=i R, (0 —x, ), where K, (x) 15 8 function
my sl

defined by x . a vector d dimensions, X, 1%) s colled a kernel function of the populution ¢ |13, Let z=

% — R iz bandwidih valee, o = the number of explanatory voriabbes, ¥V, represent a covansmoe
midnx of population s, and = 1.2, L g Below are some kernels that frequently vsed:

2. Kernel Normal {mean O, varion i° -V ¥
K (2)=—expl- 052", Y ofi? )
Tl
d I
whete oy = [2x)z .I‘t"'|'\-'| |5
b, Kernel Epanechnikoy

K [;3=|"thﬂl 2TV g, TV M
I i

elsewhere

whete oy, = [I +%J"Ml?

: i 1

Tl 3

l'hl” = —d |‘i'rlr| 2
?+]1

c.  Kernel Biweight
Jc'!ir][l-::"lu",zn'-'.l:]'. ifEV,zsh’
claewhere

K, {z}=

.
where in.r:-—lll - - ]q-:.l:-
T

d.  Kernel Triweight




ISNPTNSA-T I03P Puhlishing
IOF Cond. Series: Joumnuol of Physics: Conf, Series 1025 (2008 012124 doa: D0 TOER TA2-0596 025/ 1001 2124

F: {_}“L-}m[l A Vaiht) it Vesh?
Az
0 clsewhere
where '-'1"":'=IJ+EL'*_-1H
Ry

A ebservidion will be clissified 1o popukatn 5 if the postenor probabdlity value inthat population 15
grestest when compared 1o the posterior probability valoe i the other populations. The posterior

probubilite of an observation % in population 1 i P#I1, 1x)= ﬂ L whese gy B the prior probability
A
=1
which is defined by p, = —
.L‘“|

3. Data And Methods

The data used in this paper come from a fiinancial instiution in Indenesia comisting 2075 cliens of
which H1 clients are categonzed ps bad customer which are debtors o July 2007, The Pnancial
instiution dizhurse a losms for purchasing o metoreycles. For the data sei, a bad customer was defmed
ag smedne wha had missed three consecutive months of pavosni, The daa involve § continuss
cxplunmory varigbles includimg amount principal, working expennee, total income, price, down
payisent, mstallment, bong repavesent, and rate. The deseription of each variables and s uni of
measure is shown in Table 1.

Tabbk 1, Yariohles used for building The credit scormg measdel

Vanoble Dfmition

Amount principal Amoumd principal of applicant in Rupiahs

Tustal Encdmie Mloaihly incormse in Rupiahs

Working expenence Working experience of the applicant in yeurs

Price Price of matoreycle

Do puymem Down payment tor the purchase of motoreycles in Rupiohs
Instillmen Installment in Bupiahs

Lisng repavment Long repaymendt in moath

Raie Babe in percent per monih

For this empirical study, we split the data imeo truining scl consisting of B0% und lesting =t for
the rest. After apecifying a kemel and executing the algorithm of the methad, the accuracy of the
methed waus coleulated wsing sensitivity, specilicity, percentage of correctly classified (PCC), and
appasent emor rate (APER). The formulas of the four measures of accuracy vefer 1o the paper of Zhou.
Lai, umad v 111,

Sensitivity = GG CE
ho
A8+ B
i+ R
Gl o+ G - Bl RO

apecihicity =

PCC m
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N i+ B
G+ 08 + BB + B

APER

whepe GO feperesent the number of good custormers that were classified as good by the classifier: GB
represent the sumber of good customer that were mistakenly classified ax bad; BB represemt the
number of correctly clussified cusiomer that belongs 0 class buds BG represent the number of
obscrved bad custorser that were were mistakenly clmsified as good. Good moedels should have high
value on both sensitivity and specificity, But it is oftien not fulfilled, beciuse there is a trde. off
berween the valoes of both, when a model has a high sensitivity, it usually has bow specificite. We
chose a mode] whose sensitivity and specificity values did not differ lurge.

4. Results And Discussions

Tahles 2 is statistical summarkes of each good and bad custoemers based on 8§ explanaory variables.
The tobles tell thot the average of euch varahle on good customers shows  tend to be better than bad
custamers. For example, the average of total monthly meome of good custemers eaches Rp
ITESSIE. 370 which & greater than the total revenue of bad costomers whaese value only reaches Rp
3390431 540, Furthermore, the mean of down payment from good customers reach Bp 3R564349 270
which is greater than bad costomers. Simibar condition happen to other vaniables that indicaiz good
custemers has a positif individual performance. Tables 2 and 3 also show that there were o different
vatiations in the ndependent variables invelved in the analyais on both types of customers. Ovesall.
vanability of vanohles from good customers i greater than bad ones,

Tahle 2. Statistical surmmary of hath goed and bad cusiomers

Cropid Customers B Cusfomers
Vuriables Standur Standun

Mean Deviation Wi Dieviation
Armisunt praci pal QARG 00 SITOIRYAS]  RGO99T4 O AT0O958 397
Total meome ATHSUAE 3T FEI2EOR R4 AELOUAT 54 I 26797 S
Working expenience H650 TAM 771 f . H4A3
Price TI993E35 73 GIERS3T 05T I0HMT4538 SAFEATER
Down pay it 3656439 224 2864128995 3029413203 1H23319 02
InstalFmem A5646.450 ASERG0 9] 563264054 241175733
Long repayrent 20903 ngs3 20191 0443
Rate 21367 5.75% 21413 554

In this paper we exumine the pedormamee of several kernels including normal, epanechnikov,
biweight, and mriweight in classifving credit status of customsers. The misin parameter of 4 kemel (s 5
smoothing parameter or somsetimes cilled o bandwidth, Each kernel has an optimal perdommance at a
ceram bandwidth value, In order 10 know the optimal bandwidth, we do by trving some volues ot o
cefaim interval. Compatations of nonparameeric discroningtion using kemel were conducted using
SAS. A pood clussifier shoukd hos o high value on both sensitivity and specificity.

Table 3 shows the performance of noenparametric discriminan vsing kemel Normal inoassessing
credit worthines. We tned some bandwardith values at imtervals (0.1]. It appears that at a bandwidth
value of (b, nonparamateric discriminant nodels with kernel Mormal produce a sensiiviny and
apecificity of 05556 and (05488 respectively. I means that customers whose credit stwos is good, by
the mexlel are clussitied as good reach e 55.56% while customers whose credit statuz is bai, by the
model are claskifeed as bad reach 1o 3488%. The PCC and APER ot handwidih 04 respectively
0,5542 and 14458, For bandwidth volues greater than (4 will produce a sensittvity greater than
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(L5556 but the specificity value 5 lower than (h5488, We did not trv a bandw idth value greater than 1.
beecaise it would widen the gap between the sensitivity and specificity of te model.

Table 3. Accuration of nonparamctric discriminant using kernel nonal

Bundwdith  Sensiivity  Specificity roC APER

1o (h2402 R Lk 03T (hh2ER
1.5 (b4 {1L6H2% 502 (haties
05 (5005 16341 05277 (4723
4 (h.5556 11L.54488 15542 (458
0s (i s7 500 6313 (L36ET
.2 (b, TR5K 03337 00E (2916
{1 (h.ET30 1.195] 07308 (2602

Tubles 4 describe the performunce of Epanechnikov, biweipht, ond orweight kemels on
bandwidih values a1 intervals [4.9]. Afthe interval, the kernel diseriminam model shows unsatisfaciory
performance. For those kernels with bandwidhth valuses of intervals [4.5] vields very low sensitivity and
high specificity. This means that the three kemel functions on the bandwidth [4 %) are incapable of
predicting @ good consumer in paying credit as o good consumer according to the kemel discriminant
muodel, In contrast, the kemel dscnminam model using the epanechnikoy, bisweight, and ireweighi
kemels has a high specificity value which indicates that it 5 abbe o predict poor consuimers in paving
credit az a bal consumer as well. Furthermore, the combination of kernel tvpes and the bundwidib
vahees also esult in low POC and high APER values. We did oot oy a bandwidih valoe that i bess
than 4, bocause i prsduces an umdentifiable classification of whether the customer is in good o bad
credit smmius. We abo did not wy a bandwidth swich is larger than 9, becavse the difference between
sensitivity and specificity is gening bigges.

Table 4. Accuration of neaparametns discriminant using kermnel epanechnikov, biweight. and

triweight
Bandwadih 1 3 f 7 8 o
Sensinivity  (hDIA52  (UI200 NOTREL 00600 03 (042
Specificity  0.9046  093% 08512 09634 09756 09756
POC 03133 02819 02506 02386 02241 02265

APER  0.686T7  (LTIED 07494 0764 07759 07735
Sensiivity  (RIBG2 (L2000 00731 D51 (042
Specificiny  DATE (L9268 (9309 0.9512  (L9BTE 097546

Epanachnikoy

Biweight

POC 032X L2EGAT 023627 (2482 (2361 02265
APER 006771 L7033 D33 03518 07630 07735
Sensitiviny  (R2002 Go1622 {1141 RIS S (b 60 LI
Triweight Specificimy (L0 (09268 0492464 {1 93 (9634 DSHTE
POC (L3446 02529 2747 0.253 (2458 02361
APPER 006554 (L7471 L7253 1.747 (0.7542 076340

£, Conchessians

Credit seoring has become an mponant task as financial industrics can inercase their benefhs, This
paper apply kernel discriminant model for evaluating credit applicants worthiness, We imvestignte the
performance of several keroels in order v find a ponparameric discriminan nasdel which good
accuration in clussification, In our case, the results show that kernel discriminunt cun be an pltemative
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methad that can be used 1o determine who i eligible fora credit lean. In the data we vse. it shows that
a nommaal Kertel is orelevant to b2 selected for credit scoring using kemel discnminant model.
Sensitivity and specificity reach to (03556 and 05488 respectively This such model is very required by
a financial instiuticens for reducing the risk of wong decisions when graming credit facilities, The
objoctive of this mesdiel is 0 separate a credit applicants whe i eligible and who isn't.
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