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Implementation of C4.5 Algorithm and Forward Chaining Method
for Higher Education Performance Analysis
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dievelopmaed ol the toemiry, One ol speeific wany of evaluming and salvee Jdmga in edscstion 15 to s dasa
miming schniques. 43 slgoritkan as one of the duv minieg technigeecs s hove good performance is very
relevani msed for dets mealyvsis iools In his rescarch using dain oo the perfoemance of lectorers: in college,
there are TN reconds with a vamable that allecs mdividel Tclom in 8o produstivgy of Tectomes melading
e, cnployment. atiendance, cemification, position, Education, and sddinonal duties. [n e ond of the mming
rezalt, the Tnrwanl chairaeg method & wed 1o eximet the niles thet are generated by ©4.5 slzorithme The spu
prommses gme eanrmed b foew de p diaimmg o penerale the prediclion nesuld

Fovacmls Dhdp Mandng; Decisien Tree:
Educatinn Perfarmace.

1 Introduction

Severnl performances measaring frameworks derived
from the puhlic sectar have been develeped  for
pedomance measurements in colleges. One method off
inproving the perfommancs of o collegs argakization thal
is  opligned  with  the messurement  of  mdeeidual
perfomance in colleges, this messurement has the risk
thadt the public ergnnization is worried moy ned be fully
Tuke the miicatar of the perloemanes key of the collegpe
{key performanee indicator) [ 1],

Higher edication has an imporant role o develop
heman  resources im0 the econemic  growth  ond
development of the couniry, Over the kst few decades,
the number of calleges hos mereased, theretore callege -
colleges in internadions] competitiens hove highlighed
the Jmportoece of  mmproving heman resownce
perfomance i this regard, performumnee assessments that
can help cagonizatiens 1o plan future sirategies ond s21
emplayee performance targets b reach the final arget of
the endine coganization [1].

Sinff a1 colleges who ore often evalunbed their
perfommance of facully or leciurers, wherever colleees
hove done a lot of perfonmpnee evaluntion of their Faeu liy
staft based on key performance mficatars (KPL) such as
teaching, research. and publications [3]. The frst step of
thiz research s identifying KPL thot collepes use 1o
evialuate and measure the  pedormamce of  ther
argnnizaticns. From many KL this sdy fecuses mare
an the performeance of lecrers in college.
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2 Algerithm; Forvwand Chaining Mothasd; Higher

2 Literature Review

2.1 Highaer education performance

Before learning how o analyze the performance of the
fallowing oolleges there are seveml  definitions of
performance. performance is defined os multidimensicanl
comimiction and commoen factors ofien associated with
performance crgamraticns such as efhciency, qualiy,
responsivenss, cost nd overal| effectivenss [4]

The indicator i o inbude 1o the perlformuance
comtrthuticns ol scademic st such 2% benefils,
performance meney, e, The population of the case study
wis determined by purpasive sampling and consisted of
stalf, professods, seniod lecturers and public university
leeturers i all categories of Malaysia, The reults showed
that the performmeoe  indicators hod - positive  and
significant imglications for academic saff [ 3],

2.2 Data Mining and Educational Data Mining

Daim Mining iz the analysis step o discover the
knowledee in doiabase process, With dan mining process
analysis aof cdala bom vanoes perspectives omd 1
aupmeEarize it inis usefisl infoemation, Then in e process
of dats mining reguired softwonre as one of number of
analytical teals to oralyze the data. With the help of this
softwane, il is possible that users can analyze dadn from
different dimensions ar angles, cabegonze o, and
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summsarize the identified relarionships. [n recem vears,
there has been an increased inerest in the use of daia
muiming i mvestgste spame of the problems - sciesific
probdems in the edwcational warld. [3]. In the data mining
research, it implemends ssveral techngoes such as Ke
nearcst neiphbor, decision Tree, Maive Boyes, Meural
Metwosk, Fuesry and athers [6]

Whale cdwcational dota Sining (EDM § can be defined
as the applicntion of raditional data mining vechrigues for
fhe amalysis of edwcational dat mmed at wolving prohiems
in ihe context of educotion, Seme EDM applications
conaist of developing e-learning  sysiems,  pedogoic
suppart.  Clustering  edwcational  daln,  ond stedent
achievement predictions |7].  Because of  previons
explunation, this research focuses are on the performance
anabysis of lechrers in higher education because writers
are imeresed in undersand the effecy of individial
perfommance faclors (social, personal oed scodemic) p
i performance in higher education,

2.3 Decision Tree

A widely used for reseanch in classibication probbem,
dectsion fres B osich as the fomows algerithm e dabi
mining  methodalogy. Decision tree mubes  dsell i
repressnted by decision mee metod, big data applisd
decision dree con be trinsformed ino snealler seconds by
decision  free structure alang with a5 mules,. The
heteropeneous dain can be mansformed 0 Bomogensoies
data with imigue trget variabks by appheing decision ree
mandicls [B]

As supervised learning elassificanion methed, decision
tree has class labels or categories Tabel, they are set in the
bepiming and in mididle of the mode] making process io
b wsand for the raining datn to clasafy the new dala
Decision tree molel condains subpart or node [9] -
= Root node is a top subpart ar op node of decision nee,

These are po incoming brnnches in this asbpart or node

and it hos branches (pne or more than ane branch).
This pode represends the greatest influence on the
deeision imee model,
= Internal node, this nods s set ofter the roct node, his
nide kas omby one incoming branch (root nodel ond
hins one or mons than one branch.

& Leaf noade, this i the end node ihat has no branch. The
decision mixdel slops m thas node. This ne<le also
represents the class label in decision ree model.

2.4 C4.5 Algorithm

As the decision tree algorithm, 1. Ross Cainlan
develops C4-3 algorithm te continue 105 algorithm as the
previous development algerithm [R). Basically the I3
md  CdS5  alganthms ore ne differend principles.
According to Han [ 10]. there are three steps in the O4.5
working algorithm:
®  The first sbep 0 be done = constnect the decision nee,

this step is fo create 3 mode] of o g2 of raining &

hat will be used to predict the class of new data.
#  The second step is the pnmning process. Pnmping s
used i simplify the decimion e rewll =0 the
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deeigion tree consiruction can be easier w0 nead, the

pruming 15 based on the value level of confidenoe.

®  The last sbep is the reles making of the comtmucted
dicizion tree. Besically, the rule forms are extracted
fromn e decision tres are if-then forme, they ane
instance af the decision tree b}-npl.urhgﬁ:wnl}um
nide o the leaffode.

Basically, the decision iree used by C4.3 algerithim is
fuilt by preedy alponihm, 11 s processed recursively fTom
st Brptbann by divide and conguer techmigues | 10]

In general. the algorthm © 45 used o build the
decision e e the folleeing (11 )

1, Couwnts the il cases, the ol of cases each class,
then the entropy of all cases and cases divided by
atiribaite values. Entropy 5 used 1w determing low
informabive m inmet ativibate o generate the autpal
adtribabe. The basic lormola of the enbopy = oas
falloaws:

Entropy(S) = ¥ .= m logs p; in

Entropp(5) describes the probability of the cases,
and g Is o0 proportion of the cases. They dre ussd o
sumpect the candidabe split, which partitioned the trmimg
dal@sit mbo namensus paris.

2, Calculates the information goin for cach atiribuie. The
rowd attrhue selectoon 5 wmg the kighest Gam valse

of the existing avribudes.  The goin calealation s

performed by formulas as listed as follows:

bain {5,4) = Entrapy (5 — E,".L% ® Enfrapy (53 (2]

Gain CF, Al inform how musch infleenee of astribuce A
1o tal cases 5. ond (%) 15 the mmmber of probahilines al’
S against §
3. Calculating the Splitlnfis for each atiribube.

sptittnfo (S,A) = = B3 loga 3 (0

Tlee purtiticning trining dala 5 generate Splitlafo o
describe entropy ar potential infonmation, B expressss mio
lifterent varubles which belong o attribete A.

4. Caleulating the GainBaotio for sech atiribute,

G ¥4 |

freniniario |:ﬂ_:| - ol of5A)

i<
The differemees berween 105 und 4.5 algorithm i

pam radia, 1 impraves the disadvaniaees of information

Einim e ankby.

5 Belect the attribaies with the lorgest gain rafio a8 4
midie.

6, Divide the datg by anribae value of the selected
atiribate, Then use it to mbke the pext siep

7, Repeat steps 1 throagh § wnbl all the attribubes ane
nsed o0 meek o stopped conditian.

2.5 Forward Chaining

Farward chaining is ome of the metheds of an expen
swstent that seeks or searches for selwions  drough
prohlems [I2). In other wonds this method does the
considerarion of e facts that then culminste i a

[
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conglusien based on the focis, This method is tlse inverse
af o hackwand chaming mesthod that perfonms 2 search that
artnades from the hypathesis to the aots © support the
hypaothesiz

Mleanwhile, occordmy to Gioag and Lada |13, Forsard
chaining is a compating model from the bodom ap. The
mneasoning Model begins with 2 seriecs o known facts and
ix appled 16 the mles for genemting new facks m
accordnmes with known  foets. aned  continuing  this
reasoning process unbil it reeches a goal that has Set, ar
urdil leere are fumher focks that can be obtained tha
correspond w0 known facis. This reasoning method
examings the facts agnins o predetermined regues or zeal
and shows thad the conelugion meves forward townrds the
intended facts. Forwarnd chaming 15 also wed o imprave
and develop mixdeling of Expert Systems (EN] and
mcubeling of human brains in the Artificial lvefligene
{ A0 realm.

2.6 Confusion Matrix

The performance measaurement of o classfcabion
algarithm = very imporant becoese it dlusrates how wekl
ez syatem is rumming gt classification. The performance
mezsurement o this study wmes confuswon malnx o
measwne b performance of the O 45 algorithm
Confusion morix works by comparing the classification
mesulis that be done by the system with the resulis 1t should
be. The process in the classification of confusion matrix
has foar formes to reprcsent the reswli the four fonms
describe the resulis as True Pesitive |TP) is the okl of
positive data that s correctly classified by the sysiem, the
Trnse Megntive (TH) i the toml of negative dota and
detected correctly by ihe svsiem, Fals Posifive (FP) is o
pusitive data but 5 detectod as the negatve, it is detected
incarrectly by the svstem und Falee Megative (FIN) jis the
todal of the negntive datn but dedected as the pesitive, i is
detected  mcorrectly by the system, Based on True
Megative [TH), False Positive (FP), Falss Megntive (FR)
and Tre Positive values con be obigined accuracy,
precision and recall valwes. The four forms ahove describe
the: accurate classification of the system, the division of
wodnl of positive dain and the vl of classified pesitive
dala demribes the precson valee of the classfication of
syaiem The perceniage of e positve classified datn w0
real posiive dudn s shawn by the recalied foomuls
Confusion mairix is indicaied with Table 1. While the
siquation for accumey, precision, and recall valuss are a5
farkloaws:

Tale 1. Con s maicia

Beal lhata
Posstive (1] | Negative 8
Clawifinl Dula | PFasitie (1) ™| P
Megmiive (0 (B ™
TP+TH
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T TP
Procision = e = 10059, 3]
TF
Recall = . 1005 (T

2.7 10 Fold Cross-Validation

Performance  evalition s needed  lor e
classification  olgooichin  working  process, . The
performance evalustion m this study 15 usieg the 1Dl
cross-validation methed w0 evalusie o model © 435
algarithar. Tha 10 fold cross-validation sphit inta twa
clatasets the first ane 1% pant of the test'evaluabion datnset
anifl the piher ome i5 the exercise daaser 10 fold cross-
vulidstion 5 ane of the bea madel selectoon becauze 1t
iends 0 provide  bedier and  messswrable  sccurncy
exhimation. Becoese in this research use 10 fiold Cross.
valitfation, the datasst thai has been divided inde twao parts
tleen carried oud froining 10 timses and the resalt of fhe
truming 1% caleulated the avernge value of acorscy ol
cach Dreration fo get e accurmey valug, Figure 1. s the
validation illusrmtion,

] P e O S - O N 0 O 1
1 W5 3 | a | s | e |7 | B[ m 1 k0|
| F 1 A % N [] [ [T
1 ) s PF T s T el YR wl
I " S | A 3 ) ] gl
[N 1 1] 4 5 il 7 E | ® 1]
[ ] ] 4 | 4 i 1 K T
i ] T Tals Tl v E]oT
[ T [3 1 a[= w7 ¢ [@]wm
1 p] | 4 | 5 i T & a | b

E Training Thila [ Testimg D

Fig. 1. [ Foldd Cross-Yalidaton.

The 10 folids cross=valiclation works as follows:

1. The Tedal instance i5 divided inta 10 panis oF folds,

2. The 1* fiold starts by the 1° pan becomes datn test and
e rest become raiming datn, Mext, caloulaie the
accrney based on the portion of the dma. Caleulation
af such accuracy by wsmp confuson matnic acouracy
SO,

3. o oon the 2™ fakd, the 2™ fold stan by the 2 pan
buecomes the data testing and the rest 1o the tmining
elata. Mext, calewlite the acouracy bassd o the ponian
af the dula.

4, Continue the process until it reaches the 10 folid
After the process gets all the accwracy resuls then
periorm caloulition b count the avernge acouracy of
all the 10 picces necuracy sbove,

3 Implementation

Inpaut oof the system 1o be bail is a leemrer data in the
lorm of o table thet comtams severnl atimbubes inchode:
Ape, employment. attendonee. certification, position,
edwcation, ndditienal duties, and the Facabty s origin. The
lecturer Dads wall be classificd based on the rget
specified and calewlaed wing the Decision Tree method
ihai s C 4.3 alporithm 1o find the value of Emropy and
Guin  infonmation.  Atler the coloulsdion process  ix
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completed it will generate o mle or conditicn used in Tahle T, Evinl numiser rocagntulafion dig
debermining fhe decision in the prediction process.
Came | Fullf | ™o
e e == Var Dese Category ling | Fulfil
I N |
——— e e =t - Tiual T 2%
TIIIH:F (B bcrd v oo i i o il Ape Age dunng | U=y 1 ] [
T I Diati GH M the e =
AR r Gy BT I: MESIErALT i E !
ment | - pemisd L3 Al 30y [ di L 1
AT Amaud J"""#‘"
% P II:.!I'-nlﬂ Lid o #iip as i} [+
Ad, Pt Ak drem Ingle | The Ml =lly % I 1
A8 Edugaton I yoign || Demching M- =iy | T F] i
At ddwional perisd M3-31 -3y | 34 E]] i
[hutic= Forsani J m began o be | wid:=30y  [&0 [ | 10
Chainaig sgrpirmiad
Funcii | Funciional | Fengajar 4 i i
- uial pisaaon of | Asisim AbR | 4 4 1
Fig I Anulysis process Aow, postao | e lechins u:.: JEE W |8
This research @ims to comduct analysis of factoms n Lekior B amds | an 1 " T
alfeating the lewel of peformmmes of becturers in this Ciuru Desar il ] a
atidy using dats on the employes's performance sysiem Bduor | Educomen | 52 Au ] [
The achievement ol this perfanmuance is a larg=t o achiove e ﬁﬂ :1;1' 53 Al £ &
- v ' -
lecturers te b pibde 1 paymend of incemives receivial Hisried T
by lecturers. In these performance achievements. there are AT
twa canlitions that are fulflling and mat lGling. Additi | Whetber | Yo L k) 9
Tl input variahle that will be usad in the process of El"d :‘.‘ o O N
clula muiming using the decision tree with algerithm C 4.5 # kil
is o varighle thet affects isdividieal  fagtors in tle digses o s
productivity of lecturers including ape, employment, [T
atbemibance,  certification,  position,  educabion,  anx Anond rf“"“"“ T‘Ill:l": e - | M4 M b
additional duties, In this reseorehe there are 100 lectumers il (o TN o o e ot
with 75 lecturers pal fulfibling stabus and 15 are Dot e
fulfilling, Below wre the detd used for this research. Each K3 <514 i 4 [

of these vanables is presenbed in the Table 1.
4 Result and Discussion
Based on the provided dats, the next siep is the mining

process. The mining process that we will perhorm 5 using
o of the popalar data minieg oels called rapid miner.
In the figure below we can see that the generated decision
tree s guite compact bocoase the oreated nodes are nedt
many. Sothe rales that can be exiracted from the decigon
tree s guile simple.

e
— =
— - sl
o . S
= 1 e [rep— S
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-
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- - - E ol
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w——
o -
-
=
= = =]
_ ! - T -
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Fig. 3. Genersted decition tree mndel
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In forward-chaining the alporithm compares the daia
with the conditions of'each mele in the nule base, wing the
ardering of thal rele base. IF the mfommation provides a
rube i5 firing. the outcome is placed in memory mnd the
procedure contiraes b the next mile. Assanne thene isone
conadition with the following deinils applying for predict,
mnif the detzils are:

The percentzee ol atiendance is Bl

The: letumer exfuscation & 53

The employment poried 15 23 years

The ape of the person is 45 vears ald.

The functicnal pesition of the lecturer 5 LERTOR
The hectiorer has Additional duties

In forward-chaining reascning. we will start by
examning the premises of all nies in onder 1o see whil

ol da e Bb =

inbarmation i the fist premise is The percentoge of

attendancs is B0% s we can nssemes the category of dara
ixs K2 the next premise is the lecturer ediscation is 53,
based on rule thoe made by C4.3 alporithm with ihese
premises we have 3 conditions of employment bt the
nexd pramise = the empleyment penod = 25 years so the
approprnate condition is emglayment M3

The next presmdss is abeat the age, the mput promise =
the ape of the lecorer is 45 yvears old so we can say the
persan belongs o category U3 According o the rules ore
masde by C4.5 alporithm the conditions that provided
meatel with follewing mile

RULE :
IF ATTENDANCE = K2 AND EDLCATION =
53 AND EMPLOYMENT = M3 ANI} AGE -
L13
THEN FULLFILLING

According w rule above the ferward-chaining process
15 stopped and the best prediction froam the condilions are
provwidiend 15 FULFILLIMG.

Adber constructing the decision mee model, we e
testimy clulz st ado the model, Table below shows the
accuracy of model based on C4.3 devision wee. From the
inble, can by seen that decision tree model = guile
acouriale b din  the evalmation bhased om lecturer's

perfomances.
Tabkle Y. Confusice mozw resuk
Actial Class
Fusitive | Negative | | recison
{1 i
Predivied | Positive | T & | Wi
i
Megodve 4 L L%
L]
Clasy Recadl 96T Th%
71+ 1%
Acouracy = o————— «+ 1{HFG = W

M+1%+4+6
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5 Conclusion

Thee result s showied i il above tnble proves that the
accmracy o the predichon ix penembed  ram 45
algarithm is 90, The seewracy g quite good enough 1o
predict the resalt from the premises that ings 1o system,
The mles from decision tree collaborate with forwand-
chaining methiod b5 vsed o examine he inpul premises
The applicabion of decision tree 15 insepasable froam
tarward- chadming methed, which is the forword-chaimdng
is ome of the waye 1o extract the inference from decision
tree reswll

Affter the resubt of decision mee is generated, one of the
winys b validate and measure the decision  ree
performance by wsing 10 fokls crossovalidahon, i the
validation precsss 10 fold solidmion using eonfuson
matrix fo calculade the sccurscy. The bigger value of
SCCUMBCY e DEL mOre accurnbe sysiem can predict the

awipail result.
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