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ABSTRACT

This paps nimes 1o examing same nenparamene classificaion methods based en the neanest neighbors nule
mchuding k nearest neighbars {KNN]L distasce werghted k nearest neghbors (DWENN, Tocal mean k neares
meghbars ILMENMNL and psewle nearest neaghbors (PHN]L In order 10 knew the perfonmance ol sach
mzthed, we apply it in case of credit scorimg in Indonesia, especinlly relasd 100 micro credin. For each
micthieel shindied, we wse the sme paremeter, i.e. the Evclidean distince. ARer evaluabing some odd value k,
it i known that each method achicves the optimum classification performonce at different k values KMNN
achieved the best performance value at k = 11 with ozl acceracy of $4.9 1%, whale IWENN achdeved best
pertonmance at k = 15 which only reached 77,26%, LMENN works well vn k = 9 with an accuracy value of
B4891% and PNN which is a combination berveen DWERNN and LMENN only has an accuracy classi fication
al B02%, In the cose ol micro credit m Indenesia with samples frama gevernment bank i Wanegn distnct,
LAKMM is able o perform better than other methods, With k =9, the classification performangs of LMEMNN
i dhe same with the MM tlad is obipined at k = 1] Therefore by using LMENM will reduce ihe time in

determinmy the label class of & prospectee bomower.

Ky words: Nommeranrerric Olavsificarion, & Nearess Nedghbors, Divueace Werghved K Nearest Neighfoes,
Leread Mean K Nearest Netgbbors, Aod Preude Nearest Netgbors

1. INTRODUCTION of Indonesia Susilo Bambang Ywdhayons on

Movember 3, 20607, In each vear, MSME loans

Micre aod small enterprises in Indenesia bave higher growth 2nd generlly the growih was

make mn amporant contrbetions o coonomic
growih and job creation. In 2007, based on datn
Troan Inclemesia Central Buerean of Statistecs, micra
aiwd sl enterprises conmbete §1.41% of Grss
Damestie Product (GO and absorh %6 95 of
the waorkborce,  However, micro amd small
enferprises ofien foce obstcles such as lock of
informeadion or accsss o credit of financing,
lemuting groth and oy estmenl oppeniuniees 1]

For empowering Micro Small  Medium
Enterpnses [MSMEL b creabion and poverly
reduction, the Indonmesian gosvermment =ssoeld o
myicra eredit program colled Keedir Ll Rady
(KURL KLUR is a credit ar warkine capital
fimancing or investment o individusl dehiors,
business entibies mad or husimess groups that are
productive  and  feasible be have not had
additional collateral or additionnl coltsterml is nod
enaegh, MSME that ane expecied 1o access KUR
are those engagsd in proluctive sectors such as;
apricwltre, fishery and mar ne, industry, forestry,
and fmancial services srvimgs and Joans, KR

was launched by il the President of the Bepublic

higher than fotal bank credit. The distribiton
ELIR fior the wear 2004 reachs] Bp 944 irillion,
while far the year 2007 reached Bp 967 ko,
imcreasing of 2 4% [2].

The realeation af credi wuslly = done by
passing through the process of credit application
and credit omalysis  propossd, Credit expen
wsully e 50 analysis e, Charcler, Capaciy,
Capital, Colloteral, Conditiomal of Economy o
weee whether the oredit propesed i acceptable
o ol [3F With the 5C7s amalysis, will be known
the nbility of bomowers in payving off credit.
Unforimnately, this methed  swilters from lagh
irxiwing o, frequend incorect decisions, and
imconsiztend decision made by different expert for
the same application [4f Up to mow, stabistical
madels ad dta mining oré two most imponane
methosds for encclid scoring [ 5]

There are many data mining alponihms
sed 0 eredil scoring mosdels, and one of the
fumeas method s &=-Neared NMeghbor (NN
BN is an inwitive and effective nooporametric
madel wsed for both classification and regression
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purpases [4], In [7], the ENN was claimed o be
one of the ten mest infhemsnbal dota mining
algorithms, The KMM methad is a fairly siple
method  bub has a high degree of - accurcy.
Unforumately, BENM sill ks many problems ansd
vne of the preblems is choosing the right & valee,
With majanty rule m KEMN tor choosing large &
valwes can caise lorpe dota distorticns becawse
euch -neighbor has the same weight of tes dala,
while k too small can covse the algorithm 1o he
b setsitive 1o noiss dan (4]

Thee oty dranw back ol the KNMN algenithm
is that each of &5 closest meighbors s aqually
mmperinml. Heavever, such approach is nat always
correct, a5 some fanher neighbors may be mare
impeninm for classification. Distance-Weighted &-
MWearest Neighbor (DWENN) was developing b
overcome  the main  weokness of ke KNM
algorithm, The DWENN method pabs fhe closes
nelghbar weghls greatber tlan the other neighbors
ihat are at o fantler distance, Therefare the weigh
afthe function will vy with the distance betwemn
the sample and s nearest eaghbor, o that when
ihe sample distonce with the neighbors increpses
then the neaphbors welght will decrease [ 9]
classifiens suller from vuthers, sipecinlly in the
situntions af small g sample siee [10]. Tha
in o mesgion why the classification performance
al KNM mle 15 heavily mfluenced by the
neighborhoed stee & [[1], [12]. To overcome the
bad effiect of owdbier, Mitand and Hamamoto
developsd & onearest neighbor besed on lecal
mean, The legal mean-bassd KNM algonibhm
[EMENN] is a simgpbe and mbus clasibier in the
amall sample soee cames. The gral of LMENR =
o reducs the negative effest of the existing
tmithers in the radming sel. The reason behind this
rethosd is tlest the local mean vector of § nearcs
meighbars ineach closs is emploged to classity the
mew  umlsheled ehseration in makmy
classification dacizion [ 1], [13] Psewde Meares
Meghbar (PMN] wos created also for hith neduce
the adverss elffiect ol owbers end decision-makoing
process. This methodd = 3 meodificd KNS ansd
usually used for small o coses: | 14)]. The PHN
methisd basically mativated by distince weipghted
#-igsaresst neighbor mule progaosesd by Dudani and o
kical  memn-based  monpammetnic  classifer
rethisd proposcd by Mitan and Hamamato [%]
[,

This study compares the performance of
severnl methods hased en nearest neighbar rele by
i=ing o enecid dats from a rtonal bank in

Indonesio, This paper is organized as follow. In

sectian 2, we pravide the libmateme review. In
section 5, we deline dita and methadalagy, In
Section 4, we exploin our resibts and discussion
Frnally, Section 5 concludes the papes.

A LITERATURE REVIEW
1.  Credid Sooring

Credit scoring has besn kiows ns p
classification method splisting  appliconis - inio
wially dwo clusses: good credit and bad credit,
based on charactenstics such pe pender, age.
elucation level, ocoupation, and salary [15] It
comzists of s reviewing of the sk related with
tending to an organization or #n individunl | 16].
Crisdit scoring, abso known ax oredit analysis, =
camsd ot by a lexm or poart of dhe cnedis
vrgamzabion for the credit apphicatiom sofbmilbed
with the aim of pssessing the condition of the
prospective  debdor.  This  credit anplyeis s
mnbemdeel s thal the credil provision reaches goals
that nre more directed, yielding, ond sofe, With the
credit analy=is, it is expected that the defaedt nsk
cowsed by the inehility of the debuor o fulitll i
chligations - ne apresd ps stabed in the credin
ugreement can he sunimieed. Inpccerale crnedit
analyais will eosss: profilem loans ond will further
affect the quality of the bank's loan porfalio.
Credil scoring 5 2 set of deciston models and
basic  techmigues that help credit lenders in
granting erechit | 17, Although ereslil pravision has
ke aromd foa SO0 years, the comcept of cnedut
pescessment as we know i1 was developed arotnd
T years age. By definition, the purmpose of the
credit mting madel 8 o identify the profiles of
goosl ond bad payers, regardless of the concepds of
Mo and "hnd”.

1E K Nerest Neighbor (KNN)

EMM algorithm s one of the famous
classification algorithms wed for predicting the
clasx afan abject with mmgpecibhied class based on
the class of its peighbars [18] The idea of
clasification  rules uxing mnearest  neighbors
prigined frome studies conducted by Fix and
Hodge (19310 [1%]). It bzlomgs to the supervised
leeming domexin and fnds mlense application
pattern recognition, & mining wndd  intmsion
detection, In geneml, for predicting & mew recond
class, the algorithm looks bar simiar reconds
amcag the set of tmining reconds, so that iF the
records hove zn atinbuedes, 1F will consider theom as
u vectar i medmengsional space and predict the
chass label of the new record based on distance
criferion i this space such 2= dhe Euclidean
distance a5 well os ihe chasg label of the neighbors
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Frgure 1 & o fovchar that shows bow the KN
algemithm wiarks.

Load data training,
data fesl

-

Choose the value K

E

Compute the distange of
each data test to all data
trairng

Find the K nearest nesghbars
to the testdata

Assipn a class to the
@ach of test data
based o vate majarity

|

Figaare | The flowefiant f ¥V method

To use dlwe k mearest neighbors algarithan,
it is mecessary fo debermine the number of k
clossst neighbors used o classify the pew data
The wumbesr of k, should be on odl nemdher, for
grample k = 1, 2, 3, and =0 oo, Detemumng the
value of kis considered basad on the ameunt of
fadn avalable ancd the size of the dimenswons
formied by the daty. The more daly asaaboble, the
k manmber chesen should be lower. Howewer, the
larger the dimensions of the data, the k& number
chaosen shoald be higher,

The classther assumes the distince of
phservabios from each olher &5 a crilenion for their
neamess and selects the mo=t similar abservatios
There are nemenoes methods o compate the
distance sch a5 the fonction of Euclidesn
diznnce, Monhattan, ee [20] The fenction of
Euchidean distance = defined a5 Fallows:

[H(x), ) = |.Z':Ilp o T
y L
o gl e Funetion of Manhatan distnee is defined
as ol lows;
[0, 3,) = |1'- - x|

where %= (0, %0 oo ) and xp = (1, x5,
~ ¥ )

1% Distance Weighted K Nearest Neighbaor

{IWRMN™N)

Thee main wenkness of the KNN algorithm
5 that each of £'% clsed neighbors = oqually
impente. This is unneascnable in some cases
bsxganise  ¢orinin neighbors. may  hove  more
mituence  thun  ather  neighbors,  Dislances
Wighted k-Mearest Meighbor (DWENN] was
develaped o overcome the man drawback of the
EMN algorithm, The DWENN method gives the
choszsi neighbor weights greaber than the other
neighbars that are at o gréater distance than the
class unknown, Therefore the weight of the
fimneticn will vary with the distuncs between the
sarmyale and ils mearest neighbor, so that whiem the
sl distance with the neighhors inereases hen
the reighbar's wetght will decrease [

Suppose given  raining  dain T o=

HH,:.?:,H . §o=1. 2, ... O wilk 4 E
£1.2, ... c) then o iz an Buclidean disiance of an
phject 1o the mearest neighbar toef, =1, ..., &
which somted 1 morcasimg order, w15 defined as
follows:

ﬂ —

W, = 53:5‘.' Hy 3,
]. £|I|,- = d1

wwhich the value of wvanes Iram maxemam | bar
the nearest neighber to mimimwim 4 for the farthes
neighbar of k& Alter ohizmng the weights of sy
the DWEMMN metlod then gives the class for o
mew ohacrvation, which is the sam of tle weights
ol wyis the largest value. It can be seon from  the
elmition of ihe weighting function that @ is
warhy of cmsideraticn ealy  for sales of &
prexter dhan 3. Froure 25 a flowchart that shaows
b 1l DWW BN algerithm warks
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v

Laad data training,
dats st

v

Choose the value ¥

'

Compute the dstance of
wach data test 1o all data
trainirg

'

Find the K nearest nelghbors
of &ach test data

.

Compute the wesght of K
nearest neighbors of each
data test

v

Azsign a elass ta the sach
of test data based on
greatest value of sum of
the weight of mach class

Fienre I The Fowcturt of DN miptbog’

Let wpis the weight ol oheervabion osr,
ihven the snn of the neasest neighbor weiglis for
wyis dehined o follows:

Yo =Ehyw iy =p) forp=1.2, ¢

4 L m=p
with Iy, = p} = {EI. "B
Fowxpor = ACgmax{p g, for p=12. ¢
1

IF the seee of the maiming smple 7S vory
large comparad o the member of nesres
eighbars considersd, then the results obtainesd
bestvicmen the o VW ECRIN and BXMMN mesthaonds wall

1647

bz cxnmparahle o each odher. Hlowever, the wse of
the DWENM method with & small or medium
sammysle of fraining v will regalt in a4 smaller eror
probatbility.

14, Loeal Mean K Mearest  Melghhar

{LMENN]

Lozl metam-based  KNN  algesithm
(LMEMN, iz asimple and robust classifier in the
small sample sime cases. LMENN was develope:d
to ovemoome the negative effect of the existing
it liers im dhes traiming st The reason behind this
metho i5 fhat thie loczl mean vector of & neares
mighbars insach ¢lass 5 empleoed wo clossify the
new pheervation m making classificabon decision
[Ea], 113E [21].

Let T = {x, € BTN he a training set of
given m-dimensional feature spoace, where M is the
taizl pumber of troinmyg  samples, a=d Y, E
{61 T vy Ty § dlemiitess dhe cliss Inbel for x,, T) =

My i

[x, & R""_;I_ et o subset in T fram the clas

iy, with the numdber of e raining samples M, In

the LMEMNMN mlbe, the class label of o new
cheervation & s determined by the following

s,

Ity Search the & nearest peighbors fram the set
T of each elass oy for the guery patbemn 3. Lt
TE(x) =[x € B} betheset of KNN
for ® i the class ¢ nsing the Ewsclidean

distance metric, Mode that ihe value of §is <
;.

afxat®) = [l - xi
inl  Calculate the locml mean vectar I.L;';“Ii'-:lm the
class ¢, using the s T x),

k
1
ull¥ — EZI XM
; j=
(i) Assign & o ke class © i dhe disance
betwcen the local mesn vector for ¢ and the
guery pabiem  in Beclulean  space s
iiinimanm, .
¢ = argmin{x — I.l:"]'l:'!: - I.I,T":I
Figure 5 isa flowchan thot shows how the
LMKNM algorithm works,
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local mean-based  wonpammelnc  classibier
methel and dislance weighbing bnearest neighbor
[14], The local mean-hassd nonpammetric

leaming  methid  propossd by Mita ancd
Hamamoto  aims o overcome the infloenge of
catliers [HY]. While the distance weighted k-

Load data traming of nearest nelghbor s based on the distince when
each class, data best neighbars with the clossst distance will have
preater weight |9,
* In the PMMN moke, anunlabeled eliss of new
datn % i5 clogsified acconding to the value of the
— welghbed s ol distence of the acal Eneares
Chaase the value K neighbor of nesnest neighbor selected n each
locale of class. Subseguendly, the unlnbsled data
will bhe classifeed to lecal or cless whese has
Jr minimam  volue  [14], Suppose il
Carmpute the ditance of :t_:'k". .x:k"dun.-:ll.mi the £-nmeanosl neighhors m
each data test to all data the j-1h class data of the unlabeled new data x amd
trainirp of each class =1, 2, — M. Whie d_::n,... .u'_::"" = the
Jr conespding distince armanged in the pseending
cacler by assgning dil et weighis to the closer
Find the K nearest nesghbors necighbars haﬁn:l_e. ETEilbﬂ'-'ﬁ'\'."iEI'IL
iof the test data cn each PNN sssigne weight 1o the h neorest
s nedghbar i the Jeth clive of the mlabhebod new
* iatn J:l:”dfﬁm:d by the weiglt wy = . for | =
1,00 & This shaown that wy will decreass with the
Campute kacal maan vector increass of valee §, the lese b valwe of wy and
of gach data Eest based on :15!” which corresponiding to that wesght b less
its K rigarest neighbor impact 0 the clssification of unlabeleds new
dadn,
'1‘ Based oo the theary of the local mean
Computs I8 distance leaming method of FNM, Tet w be the weighied
ity i, @ach data et b surmn of e distance of Bnearest peighbar of datn
B [ E L b ke xin the i th class, then v, is defined as follows:
I, ¥ = Wy I'.n"':l-ll‘l'll'-&.d:“"""'fwk.d_;:k.l
where d}'l 15 an Fuchdean disiance of J-th
- meanest neighbor in the j-th class and wy is the
g :f':’a‘-“ L“ the weight ol i-th nearest neighbar. Acconting ta 14},
SRED 8 RAE 1 20) the peudo nearest neighbor nlgorithm with the
based an the shartest parameter &, a5 follows ;
distance L. ford =12, ., M)
2 for [f= Lk

1 caboulste the disnce between the &

moanesl neighbors of ramnsg dola m the
-l elnsd and the test data o', & where
&' = |} - x,

4. enxd
Figure 1 The Flawekarr (LMY Sedbad 5, e the a.ﬁmgﬁl distances in iﬂL!ri'ﬂFillg
- ; : ender, o, L,
25, Pseuda Nearest Neighbor (PXN) Lo * o
WM 15 an Imp:l'v:lw-:rrml pf the KMN . cabculaie P = l-l-l“'rﬁ d dr
classification meilvod which iz a combination of T. end

L6dH
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&, et the peoudo moarcst neghbior Yopee =
EIEPITE[PJ!I for j=12..M

Figure 4 is o fowchort that shows how the
PMM algorithm works,

Load data tralreng of
each class, data test

.

Choose the vakue K

'

Compute the distance of
each data test to all data
trairing of each class

-

Fird the K neasest naighbors
of the test data an each
class

v

Compute

e S 0
!

Ascign a class o the
each of test data basad
on Ehe T

.I'-'.l_gm':- 4 The Flawolist E.!J'-.I':'l".'.'!' Ml

L. Evaluatbon Crltoria

The accurcy ol o classifier an o given fes
s s the percemoge of test =i label that are
corretly elassified by the classifier. Inothe pattem
recisgrabiien hieratiere, this 15 aleo referred to as the

everal] mecagnition rute of the classdier, thal s, o
reflects low well the classabier recogniees the data
kel of the vinows clases [22].

The confision milnx & o useful bool for
amalyzing how well your ¢lassifier can recognize
o datn of differem closses. A confusion matriv for
two clases 5 given m clases, a comlusion
mairizis o twhle of ot lepst size m by a. For o
classifier v have gpom] accuracy, woukd be
reprsemied abong the diagonal of the confusion
matriis (23] From confusion mobriz we can
meisre the accurtcy with
i, Apparent Error Bake

A oo elassifeation methed will reselr in
u shight muclasgification. Appoarend Errar Rade
(APERY s o value wsed 1o see the chance of ermors
m clasilying vhjecis. The APER value siates the
proportion of the misclagificotion sample s
classified. The best method if has the smalles
APER walue s that the method has the greatest
classification pouracy,

number of items misclassified

APER = total numbsr of prediction
Accuracy = |- APER

b Specificity ond Senzitivity
Specifeity is o measure of the iotal nunvber

ol gosod borrreavers by whach o misde] 5 classibie
e & goeod horrower while sensitivity measures the
total baxl bBormower who g coloulated o o bacd
barrewer by the medel. Specificity don sensitivity
uecerding fo [24] defined as follows;
Specificity (%) = 2o

B, T pos

t_neg
Sensitivity (W) o

i pow 15 the pumber of goed horrower which ia
classified e good, pes is the mamber of Eood
barrewer, ¢ omeg is the tmmber of bad borrower
which is clossified a5 bad and peg is ihe number

of hod barmeaver

J. DATA AND METHOD

The data vsed in this paper is & semple of
the borrowers of KUR lean in 2006-2H7 at o
nadicinal bank m Wenogim Begency, Cemtral Java,
Iclomesin, The size of sample is 265 consist of
bwis l:t'.gsm Frsed o BOLR boorawer credid statues
such s goeed loan [class 17 of 210 doia b
boan {elnss 21 of 53 datn. In thie stady, the
praportion of data is divided inta 800 radning
ang 20°% wating, This propention is implemented
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in emoch clemses, both in class lond class 2
Variables used as fle basis bor the process of
credit stsus classification are ags, mimbsy of
children, long in bassimess, moome, loan amaun
anmd eredit pericde,

For some dadn  mining  algorithims,
differnoes i the ringes of the data 0 each
varinhles will leadd o o tendency For the vaiable
with preater range will have ndue isdluesos om
the resulis. When meesuring distance, however
certain attribaies that hove langs valuss, such as
meomee, can overwhebm the inlflueence of ather
antribtes which are measured on o smaller scale,
snch & number of children, Therefore, o pvoid
this, the credit onzlyst showld make sure to
narmnealize the varkahles valuwes to sinndordize the
scale of effect each variable has on the resulis. In
this stedy we used fhe E-score Standardization

L-goore  standardization which s wery
wiespread . the warld o stbshcal analysis,
wirks by taking the difference between the value
il the mean value and scaling thas difference by
the standard deviation of the variable. Let X refer
to caur orizinal value and £ refer to the nomma lized

value [25)
7 = X-meanix)
B

O of the mosd Impeatant parameters i
the clnssification method alporithm is k value |n
Gt there 1% o accwrsde value for k and 1% proper
o depends on dita distribution and spoce of
the problem. For choosing & valee cn be
determined experimendally, startmg with & = |
This process con be repeated cach time by
meremendimyg & o allow for one mare neighbor.
Thee & vl theat gives the minivnumy errar e and
highest accurney may ke selectad [26] We ry
several & valwe widh ood nember o Gt the majonly
rule hased on KMM siorting with &={ wnrill §=11
depemnd on anwent of dalasets.

4. RESULTS AND DMSSCLUSSION

Applving & credit seoring mods] 5 oan
attruchive actrvibies ko both academae researchers
el provbieners. This siady mesdatn conssting of
6 KUR bomowers with TL62% of them are
por]  borrower  stitus and  the rest oore had
barrwers, Descriptive statistics for each vannble
based on eredit status is shown in the Table |oas
follxws.

The avernpe age of good bormwess is
19,54 which tends 1o ke higher thin those who are
bl borrowers with 36,76 years of ape where the
emndard  devistions  are 1095 and 10072
respiechyely. This means that dhere = 0 pessble

relatnship between the age of the barower ancd
the podertial of his creclit status, I the bommower's
nge gets bigger then the patential for stuck in
lending 15 gettimy smalbor, The same condifions
coalr i ocdheer waviables 1.2 the lomg in basiness,
imecae and bann amaunt. Meanwhile, the number
ool chilifren held by bath bypes of oredd stilus s
relatively the same with the standard dewvintion of
the gou] bormewer i lowwer than the had horrower.
Frencthemare, the saroble  onedl perisde bas a
gituation that s oot much different from the
mamber of childrer @ temms of comparizan value
of barrower charscteristics of boily credit status

goesd sl had

fahle | Deevipion O Farkablos Eoe Good” Soreon o
Warinbles Averngs 51 Dey
Age 3904 10,93
Muimber of Chiliénen 1 065
Leng in Bussiness f244 541
Income 141243602 HORELS5.EA
Lisanz IRAETIETE TR, 28

Crelit Pericdde 21.05 17

Tati'e 2. Desoriprion OF Fariahiey For Bead Rorroue

Wariable Anverage Sy
Apge 36 Th 072
Mumher of Chilidren 120 | s
Lomg in Bussiness 476 340
Imcome .0 I VY1 I T B
Loans ISXTTITTIR  BAT4440050
Creelit Periisde 2T-T8 202

In this sucly, we apply some af modificd
BN alpondhom as o credit sconng model suchas,
DV BN, LMENN, and PRA methesds, The e
ol the mearst neighbor specifies fhe class label of
the new abservation by nmajority vobe of the class
of i nearest neighbors, Therefore m order
dotcnmine the poamsters k, we lny soane oded
wals, This was done to ovoid getting th sams
mumber of voles beiween good class ond  ba
class. After trying with several & value fo gt the
minimaim e mate and highest accuracy which
we used s the classification kater, they showe the
wariative ssuraey,
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o S A paummion PLKNoreys Nelghbor
k Sengitivity  Specithicy Accumcy

| {1,738 03433 {6841
k| 07619 00,5455 10,7170
3 0, TE5T (L3455 0,735%
) (L8333 o2TEY 071
S W IER O18]R 10,7547
1 10,7 3686 0,54
13 0,534 [T 01X
15 {1,042 42727 0,8302

Table ¥ explains the accumey of KNM
mgthosd for crelit seonng anabyeiz The sensitivity
vazlue vl this methad tends to Mectuabs as the value
of k increases Bt overall in increasing trend
When k = 1 the wmsbvity value is 07381
whereas far k=3 s semsitividy vahue rises 1o
(U619, These values will cominues b rise up o
value o k = []1 wih o sensibivity of 09762
Heowever the sensitivity valss will decrease for k
= | Jand then rise ngain for k= 15, In contrast, the
specthicity value of the KMN mathed tends 1o fall
down although also in Mucnsating condition, For k
= | the specificity valee w 05455 and this 5 the
preatest specificity value, The lowest specificity
valus: is repchsd when k= 9 wihene the valus is
LIEIE. Howewer, using lokl sccwracy, this
mestlvosd is phle 1o show the best performance at k&
= 11 withs total accuraey reach DUE49 L. This mcans
thut the EMNN method is ahle o classify properly
fior bath the mood horrower and the bad bormower
of 84.91%. At k = 1], specificity value egual
ATH wikich i@ means that the KNN- methesd
whep applied 1o micro eredit cases in Indonesin
shiaws the pambeer of goaoid barreavers which by the
el are elassified as good boarowers i597.62%.
In the seme walue of k, the sensitrvity value 15
D636 which having imterpretabion that there ane
36.36% of bad debtors by the model is claszified
% b dehbors.

Toble 4 shows the walises of accurmtion
mcasires of [WEMNN method for credit scoring
umalysis, In pemeral, the sensitvily valoe of this
miethosd has a positif limear trend a5 the value of &
mereases. When ko= 1 the sensihvity saloe s
(LGRS, wihereas fior k = 315 sensitivily valee rises
i 137381, However sk =5, the value devrease i
level 0.T143 bat then the valwes will continuoe o
rise up b value of k= 15 with a sessitivity of
(L8571, In comlrast, the specificity values ol the
W NN meethod fend b decrease altheagh abo
in Msctsting condifion. Fark = | the specificity
value i (L4545 while fir k = 3, 5. 7, &, |1 the
value nse op 0 05455, Unborminately, stk = 13
and k = 15 have the valwe lower than 03235, In

orcer b detenmine the parameter kb of DWERMN,
we s ol acourey as the basis, This methesd
has the hest performases ot k= 15 with tatal
uccwracy reach 0.7736. This mwans that the KNMN
methed is able 1o classify properly for hotls the
ol borrovcer and the had borrower of T7.340%,
Atk = 15, specibicdy value equal 08571 which i
rnenns 1had e DWEMNN metbod when opplied o
micra credit cases m Incomesia shaws the nienber
of good barmowers which by the model are
classified e good borrowers 5 B5.71%, In the
same valee ol k, the snsitivity value 15 04545
which having imterpretation that there are 45.23%
of bad debrors by the model ig classified s bad

Borpsraer

Fahle 4 The deciirasion OF Diskence Welghned K-
Fevves! Nephibor

i Sensitivily  Specificily Acouricy
i i) 4545 050 %
3 i, 7381 [,5455 DAGHE]
b 0, 7143 3435 DATa2
7
4

01,7614 I, 5435 07170
01,7857 3435 (7358
11 (L8R3 0, 5455 07547
13 01,8333 [, 4545 07327
% 04571 0, 4545 10,7756

DWENM was creafed o improve  the
decicipn-making  of class  [whels  mom new
chszrvitions of the KMNN methaod by weighting the
k of s nearest neghbon In this way the
classification  performonde 5 expecied to be
improved. However, in the case of micro eredit in
Ioglomesia, DWENMN  del  nol show  betder
performangs  thon BNM. The best DWENM
perhormuomee was achieved when k = 15 while
EC MM best performance was achievad when k =
1. Begardless of pomater &, the total value of
DWENN acceracy noonly TT.36% lower than
EHM's where the occuration is 8491%. We
suspeck, may be thos is dwe ti the way of weighting
im DWW ECN M dhat cloes mot reflect the conditions m
this case, The preatest weight may not be on the
first nearest metghbor nor the kowesd weight not s
its last nearced neighbior

Table 3 describes e accumey  of
LA KMN methad Fisr orecdid seering analysis. The
sensitivity voboe of this meahod has 3 tendeney to
merease moncienously abomg with the mcrease in
the valwe of k. When k = 1 the sensitivity valee is
(5476, These values will contivae 1o climd up o
a value of k = 15 with o sensitivity of L. In

comirasl, the specificiny value of the EMEMNN
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methied looks vanative. For k= | the specificily
value = (.7273 and then the valie comlinues Lo
devrease wntil 03636 that is repched ot k= 7. The
bowest specificity value i reached when k = 13
where the value i 0EEIR, However, using total
pecuracy, this method is able to show the best
perbormance at k = % wath okl sccurcy reach
(8491 This means that the LMEMN metbod is
whle W clasafy properly for bedh the good
baarrover and ghe had boamower oF 84.91%. Ak =
0, apecificity valee equal 09524 which i1 means
that the EMENN methied when agplisl 1o micno
credit cases in Indonesin shows the namber of
goesd borrowers wiich by the model ane classified
ax pod bormowers is B5.24%. In the same value
ol k, the sensitivity value is 0.4343 which having
inberpretatian that thene ane 4 5.85% of had debiors
by the meodsz] is classified as bad debiors,

Toebie F. Tl Avcveration G Locad Meovw Bored F-
Mraren Nedghbar

K Sensitivity  Specthiony Accemcy
| i 47373 {58449
3 069 04345 RS
5 {1, 801%5 (14345 {1, T338
T 520G 13636 0ETE3
] 11,4524 4548 1,84
11 0.0 Ta2 L6 .54%]
13 {1BTa2 {LIRIE RS
] [T G2T2T 540

The LMEMNMN mesthend i built fis recluce the
adverse ettedt of the outhers that may affect the
classification performance of ihe KW method
When new pheervabions gre mob yet known s
class label, the neighbors of the abservations are
defermined in eoch ¢loss of maining dadn, e
historical data fram 2 bank that contums bath the
baarrover and the bod borrower. However, in the
el ol oo aredid i Inclonesia, LWMENN shiow
o betber pedirmamce than KMN's, The best
EMEMNM performancs was achicved when k =9
while KNN% best performance was achaewed
when k= 11, Regardless of pomnter k, the total
value of LMENM pecuracy s the same with
KNM's where the sccurnbion & B4.9%1%. To
pchieve the best performance, LMEMN requines
fewer number of netghbors when comgared o the
nanmber of neighhors requeired by KRN This can
speed up the process of compating.

1652

Tt . The dovaranios CF Poeade Mearesr
Mgk bur

£ Semmbvity  Specificity Accumscy
I ,738] {5433 1,698]
3 0,76t (LS55 069481
3 HR 03433 0.1
T 0, 7857 {15455 0, 7358
9 11,5333 {,3455 i1,7734
I NERLD {4545 1,725
13 1, k% (LR34 {1,725

15 nesM 03634 8302

Table & 12lks aboant the volues of acouration
measures af PFRNN method  for credit scosineg
nnalyais, In general, the sensidivity value of this
methedd has 2 moncionically mereasing as the
wales of k rising, When k = | the sensitivity valug
i5 0.T380, whensas for k = |5 its sensitivity value
rises b 0,952, In contrasd, the specificity vahies
of il PRM masthod tend to decrease olthasgly also
m Techmting condifion. Fark = | the specficily
wale 5 0U5455 while tor k= 3, L4545 and then
for k=8, 7, B, the valuse rise up again wo 05453
Unfortmately, at k = 13 ancd k = 15, 9t bave only
565G, D order to determine the parameter k of
PMM, we e okl acoumey as the boss, This
methixl has the besd porfonmnance o1 k = 15 with
tatal pecuracy reach O.8302, This means that the
BN methe 15 able fi classify properly fir bath
the good bomewer and il bad bomower of
AE02%. A k=13, specificity volue equal 005524
which 1t means that the PNN method when
applied w0 micro credit cases in Indonesia shows
Che mumsber oof goosd barreavers which by thes made]
are classifisd as poosd borrowers s 95.24%. In the
game values of b, the sensitivity vabae is 036346
which lawving intempre@ton thad there are 36.36%
of bod debtors by the model is classified as bad
ikehtare,

PRM 1% a comdumation of DWERN ad
LA MM with slight meodifications toohe valug of
the neearest netghbors weight of an ehservabion. 1
was crented do improve the decismon-making of
class labels from oew obeervations of  (the
LM method by werglamy the & ol il nearest
neightaors I this  way  the  ¢lassificption
performangs: is expectad 10 improve, However, in
the cose of mcro credit m Indonesm, PMN did nis
shoay o betier performanss than LMENN. The
bzt PRM performance was achievied when k= 15
while LMEMNS best performance was achieved
when kb = % Regandless of pamater &, the total
value of PEKNN acceracy s anly 85.02% lower
than LMBECNM's where the accuration iz B2.91%
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Fortunabely, the total socuration of PRM = greater
then DWEKMRM™S where asly 77.36%.

5. CONCLUSSION

Credit  scorng  analysis  mecls] e be
pertormed by any financial instisition inoerder (o
redfuce the risgk of default from the borrower. This
unalysis is pecessary m onder o find a borrower
with a5 much poiential o smeathly as pessble
md reduce any  devision mnking  ermore in
determining - wha i chmpble  Brooa loan
Marparnmetric clasgification melods are one of
thie altenedive ways that enn he ussd o assis
credit pmalyss in mokine decsmns reganging
propaosals - o prospective  borrowers. The
tecisions are made on the hasg of the brmower's
historical data whicl imchudes the charcteristics
of both geod and bad borrowers in term of sheir
credit paymeents, 1 the chamciers of  the
prospective  barmower ane closer o the credid
rayme chameter's of the goed hamower then the
praspective hommower's lpan proposl s eligible
for approval. Comversely, if the  prospective
brirroawer has charmebers the ore more simdar do oo
bead borroaver then the loan proposal is eligthle fia
rejectian

This stsly mésmds o compane  sevemal
tonparmmetric clagsification methods hpsed om
the nearest neighbonng miles which melude KNMN,
DWW HNM,  LMENM, and PNMN  methods
Parameters that must be specified for the methesd
to work inchslie the distance and siee of the
neighborood k. In thig stisly we used Euclidean
distance a5 3 measure of the dissimilarity of
characterisbcs omomg  borowers,. The next
paramester K ois detenmined by trying some ol
values o evalmte ik clasibicabion ghilities m
cach of dls: ahove methods, From his study it is
kmiwne that the weighting of DWENM has ms
boen  able i impeewe  the  classification
performancs of EWNM, In contrast, the average
local applied in eoch class of credit stalus dlia
bescames the maon key m LM KNN methad can
improve the: performance of claseification. In the
cmee of this crodit asesment in Inclomesio, Lo
gehieve the same  botml acourney, LMBENMN
reqaings & batal of 9 neiglhers when compared to
the mnaber of neighbors rquired m the KN
methesl. However, the PMN methed, which isa
comdinabien of weightmg m DWENN and the
loenl avernge in LMENMN, has nol performesd
baztber than KMM or LMEMNN,
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